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Ahardware and software challenge

« Based on current technology roadmaps Exascale systems will be
impossible to build below 50MW

« GPUs and Xeon Phi plus traditio ultj Cessors, memory
hierarchies and even wi t get to 20MW

« The Exascale exp ata flow
hierarchies insid

processors with,
communication
« But these solutions |

- Today's leader scales to 92 million Ci nd 526MW at the Exascale

« Slower better balanced cores means parallelism at the
500 million — 1 billion thread scale
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Collaborative Research into Exascale Systemware, Tools and
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At the Exascale software leaves algorithms behind

« Few mathematical algorithms are designed with parallelism in mind
« ... parallelism is “just a matter of implementation” is the mind-set

« This approach genera
custom-built for ea

« ... butthe years
are reluctant

components are

and users
g takes place
« Strongly believ

« Without fundal
limited ... and

« Butit's not just a case

areas will be

much more difficult
« This doesn'’t just apply to Exascale
« It's apparent at the Petascale if you look

« And we have a huge skills and tools gap ...
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Key principles behind CRESTA Co-design applications

« Two strand project

=T RN RS EIIIIEEEY SeWorkwithicosdesign applications o
consider alternative algorithms

¢ Crucial we understand maximum
« Co-design is at the heart of the projg perf(_)rm_ance befqre very major
. provide guidance and feedback to the, el LSS RS ERELC]

« integrate and benefit from this developmeny al process

- Enabling a set of key co-design appli

Code reorg for
Exascale +
ensemble

engine + FMM

electrostatics

Physics for
Exascale +
performance /
scaling of LB

Exascale 3D
decomposition
and
visualisation

« Employing both incremental and disruptive solutions

Through optimisations, performance modelling and co-
design application feedback

Look to achieve maximum performance at exascale
and understand limitations e.g. through sub-domains,
overlap of compute and comms
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Co-design applications What has CRESTA achieved?
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o « But that wasn't really the point of

o CRESTA
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Achievements Conclusions
« Shown how software co-design can work « CRESTA has shown the scale of the Exascale application challenge
« Driven by a general understanding of the scale of parallelism that Exascale - It has moved some codes towards this challenge and published the

hardware will deliver results for others to learn from

« Identified many challenges — not just with parallelism but also I/O

L2 « Far too few projects like CRESTA exist
performance, tools, libraries — software and systemware

Made tools ad hich also benefit Pet | « Itis clear that many DISRUPTIVE INNOVATIONS will be needed to
ade tools advances which also benetit Petascale model and simulate on Exascale systems
« Shown that some codes e.g. OpenFoam will never run at the

- B « We still need to re-think many algorithms — and continue to build
Exascale in their present form

engagement with mathematics community

« Key result has been with regard to software development planning . There iis a clear need for many more CRESTA-like projects ... but

« Partners now understand the true scale of the Exascale challenge who will be brave enough to fund them?
« One partner has created an in-house scaling team — direct result of
CRESTA
CRESTQ® [Selee] CRESTQ [STelele
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